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Abstract
Feature extraction and tracking are widely applied in the industrial world today. It is still an
important topic in Machine Vision. We present a feature extraction and tracking method which
is based on pure rich textures in images and has robustness under irregular conditions, such
as illumination change, deformation of objects and so on. The method is composed mainly
of two algorithms: Entropy filter and Orientation Code Matching (OCM). The entropy filter
points up areas of images being messy distribution of orientation codes. The orientation code
is determined by detecting the orientation of maximum intensity change around neighboring
eight pixels. It is defined as simply integral values. The areas being extracted by the entropy
filter doesn’t depend on edges and gradations of images and has robustness against illumination
change and motion of objects. Therefore, we can say the areas have ”pure rich texture” and are
suitable for tracking based on visual information. And then, the OCM, a template matching
method using the orientation code, is applied to track templates being centered on the features
and updates the templates each frame. Because of their large robustness against illumination
change and deformation of templates, we can track the templates robustly.

1 Introduction

Machine vision systems, which are based on image
processing technologies effective in real world envi-
ronments, are widely used in the field of inspection,
monitoring, measurement and so on. Robust fea-
ture extraction and matching, in those systems, has
been one of the basic technologies as pre-processing
for tracking, continuation of consistent identifica-
tion of the extracted features over temporal direc-
tion. The purpose of this research is subjective
analysis of robust tracking and developing a robust
feature extraction algorithm which performs stably
in real environments.

The first step in the algorithm is acquiring or
discovering visual cues or features from the scence.
The problem has been addressed in computer vision
for a long time. Edge detection is one of the most
commonly used solutions, therefore, many edge de-
tectors [7, 8] have been proposed. In many cases,
however, edges are affected by artificial parame-
ters in any implementations and also by change
in factors such as postures. Therefore, in many
researches, non-edge features have been designed
for practical applications. Moravec operator [1] ex-
tracts features by evaluating the variance of inten-

sity in neighboring pixels. Harris operator [2] is
based on the variation of local auto-correlation over
different orientations. KLT algorithm [3] which is
based on a model of affine image change is well-
suited to extract features from video sequences and
tracks them. They are well-known non-edge feature
detectors, but they have some weakness in robust-
ness against local illumination change such as shad-
ing and highlighting, which may cause troubles in
identifying temporal consistencies of spatially dis-
tributed individual features in the frames.

A richness (RC) is a feature detector being robust
against these conditions [4]. It points up areas being
messy distribution of the orientation codes which is
designed as a robust spacial features based on local
brightness distribution. Orientation code (OC) [5]
is determined by detecting the orientation of maxi-
mum intensity change around neighboring eight pix-
els, which is applied to search tags, potentially pos-
sible landmarks, for understanding an unknown en-
vironment. We apply the method to extract fea-
tures from video-sequences. And then these fea-
tures are tracked by applying a kind of robust tem-
plate matching method: orientation code match-
ing (OCM) [6]. As well as the richness, OCM has
robustness against the local illumination change.
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Combining the feature extraction and the template
matching algorithm, a tracking algorithm is devel-
oped in this paper.

The rest of the paper is organized by eight sec-
tions. OC and RC are described in Section 2 and
3. Then, we explain about our distribution density
variable feature extraction method using OC and
RC in Section 4. Section 5 describes the compar-
ison of our feature extraction method with KLT.
Our tracking algorithm and applying it to a planar
landmark and human tracking is described in Sec-
tion 6 and 7. Finally, conclusions and future works
are mentioned.

2 Orientation code

OC is defined as the quantized orientation of maxi-
mum intensity change around neighboring eight pix-
els [5]. Let ΔIx = ∂I

∂x and ΔIy = ∂I
∂y represent the

horizontal and vertical gradient. Sobel operator [7]
is used to compute the gradients. Quantizing the
orientation of maximum intensity change by using
quantize width Δθ, OC cxy is defined as below.

cxy =

⎧⎨
⎩

[
tan−1

�
ΔIy
ΔIx

�

Δθ

]
if |ΔIx| + |ΔIy | > Γ

N = 2π
Δθ

otherwise
(1)

If |ΔIx|+|ΔIy| is smaller than the threshold value
Γ, Γ excludes the pixels and define the OC of the
pixels as expeptional value N . In doing so, stable
extraction of OC becomes possible. In reverse case,
OC is defined as the integer 0∼16 (Δθ = π

8 ).

3 Richness

In order to continue stable tracking of real objects
in the scene with complicated background, stable
and prominent features have to be extracted and
checked their consistency by canceling deceiving
features in their neighbours. If the objects move
in the scene, according to change in the postures,
emerging and occluding feature points should be
detected as the objects change their appearances.
Furthermore, it is preferable for the features to be
insensitive according to viewing directions from the
camera. We utilize richness [4] as an evaluator for
extraction effective regions that can get preferment
in comparison with their neighboring ones.

Because the method points up areas being messy
distribution of orientation codes, it doesn’t depend
on general illumination change and has robustness
against local illumination change such as highlight-
ning or shading. Therefore, the areas which have

pure rich texture are easily extracted as features
and makes stable tracking possible.

Let hxy(i) (i = 0, 1, · · · , N) represent the fre-
quency of appearance of orientation codes which
includes in a M -by-M local area Ixy centering on
(u, v). Then, their relative frequency is computed
as follows:

Pxy(i) =
hxy(i)

M2 − hxy(N)
(i = 0, 1, · · · , N − 1) (2)

where hxy(N) means the exceptional values and is
excluded from the relative frequency. Next, an en-
tropy Exy is defined as below.

Exy =
N−1∑
i=0

Pxy(i) log2 Pxy(i) (3)

If the distribution of OC in the Ixy is uniform,
i.e. Pxy(i) = 1

N , the entropy becomes maximum:
Emax = log2 N . Then, RC is defined as

Rxy =

{
Exy−αeEmax

Emax−αeEmax
if Exy ≥ αeEmax

0 otherwise
(4)

where the threshold value αe (0 < αe < 1) is de-
fined to remove the low entropy areas. We give the
process computing RC the name of the entropy fil-
tering.

4 Distribution density-variable fea-

ture extraxtion

Using the two alogorithms above-mentioned, a fea-
ture extraction program is implemented. Fig. 1
shows the flow of the proposed program. A raw im-
age is first transfered to the OC image, from which
the RC image or the two dimensional RC distribu-
tion is made for entropy filtering or feature selec-
tion in the final step. For smoothing the RC image,
the box filter is utilized in the third step. Next, a
most highlighted point Ip is searced from the whole
box-filtered RC image. Then, an area being cen-
tered on Ip is weighted by an inverse gaussian win-
dow function shown in Fig 2 (a). After repeating
N times, N features are extracted from the raw im-
age. The feature distribution density can be manip-
ulated by changing the size of the weight function
w(x). Fig. 2 shows the effect of size variation of
w(x). If the size becomes smaller, the features are
localized. The size S should be determined by con-
sidering the number of features and high RC area.

We should note how the effect of the parameter
change on the feature extraction is. N , the quan-
tizing number of OC, and αe, the threshold in en-
tropy definition, affects the RC image. But they do
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Figure 1: Procedure of feature extraction.
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Figure 2: Distribution density-variable feature ex-
traction, (a) An inverse gaussian window function
w(x, y), (b) 100 features extraction result (S = 10),
(c) extraction result (S = 30).

not heavily affect the feature extraction. M , the
side length of the domain for entropy definition, af-
fects RC too. It decides whether or not the RC
image becomes blurry. Γ, the threshold in the defi-
nition of OC, may be the most important parame-
ter for the feature extraction. If it becomes bigger,
many features are extracted, for example, from cor-
ners, while if it becomes smaller the features are
extracted more sensitively. In fact, it means the
extraction of areas which has fine texture.

5 Comparison experiment

In this section, the perfomance of the feature ex-
traction algorithm is evaluated in comparison with
a well-known extraction algorithm. To evaluate
perfomance of the feature extraction method, the
comparison between our method and KLT (Kanede-
Lucas-Tomashi) [3] method have been tried. KLT
is a well-known feature extraction and tracking

Object

Background

(a) (b)

Figure 3: (a) Nine images for experiment, three
scenes are taken under three different illumina-
tion conditions. (b) Pre-ordained object and back-
ground areas of the three scenes.

method and is based on a model of affine image
change. It is optimized for feature extraction from
video-sequences. The implementation details based
on a free program in C++ code being made public
on the Internet 1. Parameters of our method are set
as N = 17, αe = 0.995, M = 10, Γ = 17, S = 23.

Fig. 3 shows the scenes for the experiments,
which include different kinds of objects, stationer-
ies, cookies and toys. They are taken under three
different illumination conditions. The object area
(black) and the background area, a white flat plane
(gray), are defined by Fig. 3 (b). One hundred fea-
tures have been extracted from each image by our
method and KLT. Examples of extraction results
are shown in Fig. 4. For example, KLT extracts
many features from the shadow as illustrated in
Fig. 4, where false features are mainly from edges
and corners. We have checked a feature detection
rate from the object areas. In these experiments,
we could obtain by our method the detection rate
95.8%, while by KLT the ratio could be 86.5%. This
result can be explained by the fact that RC is ro-
bust for brightness change caused by illumination
fluctuation but KLT is not so.

1http://robotics.stanford.edu/˜birch/klt/
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Figure 4: Examples of extraction results, KLT extracts many features from shadows of objects.

6 Application to landmarks track-

ing

For tracking features, we use OCM, a template
matching algorithm based on OC. It has large ro-
bustness against change in illumination in nature
and rather experimentally effective for matching de-
formed objects. For details, please refer to [6]. In
order to do performance servey and evaluation of
the OCM tracking argorithm, we have tried track-
ing planer landmarks. Five pieces of landmark of
star-and-circle shape are depicted on a plate as
shown in Fig. 5 (a), and they are subject to be
tracked in the scene with change in posture, scaling
and illumination. The landmarks have high rich-
ness, therefore they are extracted easily by using
texture richness analysis. The plate is moved man-
ually by an operators hand. Fig. 5 (b) shows the
result of the plain landmark tracking. The areas
which are enclosed by squares are tracked target
areas. Insted of the deformation of the target ar-
eas, rotation, scaling and illumination change in the
motion of the plain object, the method can keep
tracking well. The parameters are set as below.
N = 16, M = 20 (Face tracking: M = 10), Γ = 23,
αe = 0.88 (Face tracking: αe = 0.7). The image
size is 320 × 240. The frame rate of the algorithms
is about 7.8fps.

7 Automatic template definition

and update

If objects which should be tracked have no land-
marks, we have to define templates (or RoI) for
tracking. The features being extracted by our
method are well-suited to tracking, but too much
to track. Therefore, we need to generate few tem-
plates from this feature distribution. K-means [9],
a well known and simple clustering algorithm to
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Figure 5: Planar landmark tracking using OCM,
(a) An object having six high richness star-shape
landmarks, (b) a tracking result.

group features and calculate their centroids, is used
for this purpose.

The features have been classified into a speci-
fied number of clusters, templates can be adopt to
the cluster centroids. Grouping extracted features,
their position information is used. Another ade-
quate data therefore could be the richness values.
The first step of the k-means algorithm is to define
k initial centroids, this number is fixed and depends
on the quantity of features. We set these uniformly
distributed in the first frame. The centroids could
be specified also by coincidence within a segmented
area. Then, for each feature, the distance to these
centroids is computed and the feature is assigned
to the closest one. When all features have been as-
signed, the centers of the k clusters have to again be
determined. The last two steps must be repeated
until the centers do not move any longer.

To measure the distance between a feature f
(j)
i

and a centroid cj , we uses the Pythagorean the-
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orem. K-means algorithm aims at minimizing a
function, that is defined as

J =
k∑

j=1

n∑
i=1

√
(f (j)

i,x − cj,x)
2
+ (f (j)

i,y − cj,y)
2
.

This function is an indicator of the distance of the
n features to their associated cluster centers. It is
proved [10] that k-means algorithm will always ter-
minate, but it does not necessarily find the most op-
timal result, analogous to the global function min-
imum. But we obtained thereby sufficiently good
results and it is not necessary to run the clustering
procedure several times. But it is possible, that we
create cluster without or only one feature, then we
do not use them for further activities.
The complicacy is how to choose k. In our experi-
ments, this parameter is set manually, for an auto-
matic localization background knowledge is essen-
tial. Additive information like the number of per-
sons in a scene or even the ken of segmented areas
could be very helpful. An advancement of perfor-
mance with k-means using background knowledge
is described in [11]. An optimal value of k is also
dependent on n.

A disadvantage of the presented method is the ad-
verse effect by features they are not related to the
interesting object. Detected features in the back-
ground causes a movement of cluster centroids to an
area in the video sequence that not contains inter-
esting objects to track. To prevent this, a real-time
background subtraction, e.g. background segmen-
tation based on the Gaussian Mixture Model [13], is
needed. But the way to distinguish between objects
and background depends on applications. There-
fore, we don’t make further reference. To give an
example, moving man’s face tracking under compli-
cated background have been tried in [12] and for-
ward subtraction is used in that algorithm to select
features on the moving face. Above-mentioned we
described a method to initialize templates by find-
ing well suited positions with clustering by k-means.
The templates are captured at the cluster centroids
in the initial frame and tracked in the following by
OCM.

Feature extraction and clustering is not neces-
sary for the tracking run, except some special cases.
Such cases can be movements of objects (e.g. per-
sons) out of the regarded scene or head turn of a
human. Under these circumstances occurs an er-
ror because the template can not be tracked any
longer. But it is not possible to identify such fail-
ures by a threshold or something else relative to
the OCM values, because these values are always
unsteady and nearby. So we decided to use the dis-
placement of the central point for each template. If

Figure 6: Extracted features and cluster centroides
(bigger circles), while updating templates (squares).
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Figure 7: The result of head turn tracking using
automatic template generation and update.

the distance of centers in consecutive frames exceed
a defined threshold Γ we realize a misplaced tem-
plate and know that we have to update this one.
A new feature extraction and cluster recalculation
is necessary (Fig.6). It is conceivably to use the
last known template positions for cluster initializa-
tion, but there is no strong discrepancy ascertain-
able. The updated template is extracted at the ap-
propriate cluster centroid, for remaining templates
nothing changes.

The result of the presented method at the exam-
ple of a head turn is shown in Fig.7. There are three
well suited templates in the 145-th frame. Because
of head turning template one can not be tracked any
longer in the 160-th frame, an update is necessary.
The further frames (from 204-th to 205-th) shown
a similar updating process concerned the template
one while back turning, there are no redefinitions of
the other templates in the whole sequence. The illu-
mination changes in the scene, brightness is slowly
manipulated by covering a light source. The out-
come is very good, the positions of the considered
template in the first and the last appeared frame are
even the same. Among these updates an adequate
position for the template is found and tracked by
OCM.
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8 Conclusion

We have described a novel algorithm for feature ex-
traction and tracking, which consist of OC, RC eval-
uation, feature distribution density modification,
OCM and automatic template definition using k-
means. And then, the robustness of the algorithm
against change in illumination was shown formally
and experimentally. The effectiveness of the algo-
rithm is tested and recognized through comparison
the algorithm to KLT. The landmark and human
tracking have been performed for evaluation of the
proposed algorithm.

As future works, we are going to improve the al-
gorithm in computation cost and robustness, and as
an important research topic some formalization of
tracking and template modification will have to be
considered with experiments using real world data.
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